
Lowering the intrinsic dimension results in a lower H(Z|Y), 
implying a higher generalization ability

Deep Regression Representation with Topology
Shihao Zhang, Kenji Kawaguchi, Angela Yao

National University of Singapore

• Classification: disconnected
• Regression: connected 

The representation topologies of classification and 
regression are different

Regression Classification
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Feature and target spaces are topologically similar, and 
enforcing such similarity is helpful
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Intrinsic dimension can be estimated as the 
slop between log∑𝑃𝐻!(𝑆) and log 𝑆 [2]

𝐿"# (𝑍) = 𝑠𝑙𝑜𝑝(log1𝑃𝐻! 𝑍 , log 𝑍 )

Encourage a lower intrinsic dimension:

Encourage the same intrinsic dimension:

𝑳𝒅 = |𝑳𝒅# (𝒁)/𝑳𝒅# (𝒀)|
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• The 𝑘%& persistent 
homology 𝑃𝐻'(𝑆) is  the set 
of ‘birth’ and ‘death’ 
intervals of the 𝑘
dimensional holes.
• 𝑒𝑑𝑔𝑒( : edges of the 

minimal spanning tree of S 
• 𝑃𝐻!(𝑆) can be regarded as 

the length of the minimal 
spanning tree of S

Enforcing topological similarity[1]:

𝑳𝒕 = ||𝒁 𝒆𝒅𝒈𝒆𝒛 − 𝒀(𝒆𝒅𝒈𝒆𝒛)||𝟐𝟐 + ||𝒁 𝒆𝒅𝒈𝒆𝒚 − 𝒀(𝒆𝒅𝒈𝒆𝒚)||𝟐𝟐
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Figure: Visualization of the feature space from depth estimation 
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Generalization Error Intrinsic dimension

⟺ 𝑍 is optimal if and only if 𝑍 is 
homeomorphic to 𝑌!, where 
𝑌! = 𝑌 − 𝑁, 𝑁 is the aleatoric 
uncertainty

Theorem 1: Optimizing the 
Information Bottleneck ⟹
minimizing 𝐻 𝑍 𝑌 and 𝐻 𝑌 𝑍

Generalization error is bounded by 𝐻 𝑍 𝑌 ⟹
minimizing 𝐻 𝑍 𝑌 to improve the generalization ability

• 𝐻 𝑍 𝑌 is bounded by the intrinsic dimensions (ID) 
of  𝑀' ⟹ minimizing the ID of 𝑀 to lower 𝐻 𝑍 𝑌

• ID of 𝑀 should larger than ID of the target space to 
guarantee sufficient representation capabilities

⟹ ID equals the target space is desirable

Definition (Optimal Representation): 
𝑍 is optimal if 𝐻 𝑌 𝑍 = 𝐻(𝑋|𝑍)
and 𝐻 𝑍 𝑌 is minimal

Intrinsic dimension equals to the target space

Topologically similar to the target space
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